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The Draft Artificial Intelligence Act
A preliminary analysis against the background of Part 3 (Regulating private use of AI) 
of the ELI’s 2020 response to the public consultation
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ELI‘s 2020 response had focussed on 
“squaring the circle of a high level of protection 
that avoids too much red tape”
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© European Commission

The risk-based approach
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Risk-based approach of the draft Regulation is very positive

However, the details still require discussion, e.g. ‘emotion recognition 
systems’  as such are only subject to a transparency obligation under 
Article 52 

The risk-based approach
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ELI‘s 2020 response stressed the need to link 
the ‘safety risk’ dimension of AI to existing 
product safety legislation



Safety Risks:

Death, personal injury, 
damage to property etc. 

caused by unsafe 
products & activities 

involving AI

Fundamental Rights Risks:

Discrimination, manipulation, 
exploitation, loss of control etc. 

caused by inappropriate 
decisions & exercise of power 

based on AI

Needs alignment with ‘digital fitness check’ 
of existing safety legislation

AI and safety legislation
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Draft Regulation rightly takes a ‘product safety’ approach for AI, 
irrespective of whether the AI is embedded or non-embedded software, 
and also for software-as-a-service

Draft Regulation very elegantly links the new AI-specific requirements with 
existing safety regulation, while covering also fundamental rights risks 
(although the relationship with liability remains unclear)

AI and safety legislation
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ELI‘s 2020 response suggested the prohibition of 
a set of blacklisted ‘unfair algorithmic practices’, 
mentioning discrimination, exploitation of 
vulnerabilities, total surveillance, manipulation …
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Prohibited AI Practices

Should maybe 
‘discrimination’ also have 

been mentioned?

Why restriction to 
‘physical or psychological 

harm’? What about  
economic decisions,  
voting behaviour, …? Why only some group-

specific vulnerabilities? 
Is not exploitation of  very 
individual vulnerabilities at 

least as dangerous? 
And why the restriction to 
physical or psychological 

harm?
Is the restriction to 
‘public authorities’ 

adequate? What about 
gatekeeper services?
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Prohibited AI Practices

Why the restriction to 
‘real time’ practices? 

And is law enforcement 
the only problematic 

purpose?

Use of real time remote 
biometric identification is 
not really ‘prohibited’ but 
rather heavily regulated 
and seems somewhat an 
alien element in Article 5


